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Accession (noun) – All digital files and analog documents, which contain data and information about the data, that are sent to an archive center for inclusion in an archive. A data set becomes an accession upon completion of ingest and archive processes.

Accession (verb) – The processes involved with creating a digital record for an original data set. Upon completion of ingest and archive processes, an original data set is considered an accession and has been properly accessioned.

Acquisition – The processes that result in acquiring data and information by an archive center. Data and information are acquired in a variety of ways. Data may be sent to an archive center after direct or indirect negotiation with individual researchers, with projects, or as a result of bilateral or international exchange agreements. Data may also be received from autonomous operational observing systems or other data providers. Acquired data are ingested and accessioned according to the procedures of particular archive center.

Analyses – Data that have been objectively interpolated to a grid. These are considered Level 3 or higher data products.
Archive (noun) – A repository of preserved data and metadata. Analog and digital information is stored with identification tags, computer integrity measures, and descriptive data for reference. An archive center maintains multiple archive repositories. A deep archive contains the originator data plus archive center derived products in an off-network environment. A working archive contains the same data as maintained in the deep archive, plus other data and products in an on-network environment for internal access and access from an outside client community.

Archive (verb) – Placement of original digital data and information files into the working archive area, where those files are preserved and maintained according to the processes defined by the archive center. Preservation and maintenance activities include periodic backup and media migration activities.

Archive Center – An organization that has a mission to acquire, preserve and provide access to data in perpetuity.  Data archives and data services are explicitly part of their function.  General responsibilities include:

· Acquire and accept data and metadata from many different individuals and organizations and in many different formats,

· Ensure data integrity,

· Ensure that back-up copies of  data are made and that metadata are preserved with the data,

· To store data either in original form or in a form from which all the original data and metadata can be recovered,

· To refresh or update the medium on which the data and metadata are stored so that both are readable in the future,

· To provide the data and all supporting metadata to users on request, free of charge or at a cost no more than the cost of reproduction or transmission.

Archive Object – An archive object is the total package of digital information about an accession that is archived. It includes the original digital data and information files in an accession, additional internally created administrative metadata, and any ancillary information or data that an archive center derives about the accession. Archive objects are assigned a unique identification value (accession number) and have integrity measures computed and appended. There is one archive object for each accession in an archive.

Back-up – An exact copy of digital data files stored separately from the original files. The back-up is used to restore these files in an event of a computer system crash or other data loss.

Blended Data Set – A Level 3 or higher data product where two or more similar data sets are combined into one to produce a data set of higher temporal or spatial resolution than the individual data sets (synonym for assimilated data set). 

Catalog – Implementation of a directory, plus a guide and/or inventories, integrated with support mechanisms that provide metadata access and answers to inquiries. Capabilities include browsing and data searches, and it may be integrated with data retrieval capabilities.

Checksum – An error-detection scheme that uses a numerical value based on the number of set bits in a file. Using the same formula for computing checksums at later times makes it possible to identify digital files that have been truncated or corrupted.

Data Assembly Center ( An organization that has a mission to procure and provide access to data.  Typically, this organization specializes in one type of data for the fixed duration of a project and does not provide long-term archiving services.

Data Class – The arrangement of data into groups by their distinct archiving requirements.  These requirements include the minimum retention time of the data in the archive and the minimum number of data copies that must be archived.  Four data classes have been proposed for the U.S. Integrated Ocean Observing System (IOOS).

· Irreplaceable data are observational and research quality data that can not be reproduced or easily regenerated, such as raw satellite and in situ measurements.
· Replaceable data are derived from irreplaceable data and can be regenerated through systematic processing.  Such data include calibrated satellite radiance.
· Perishable data are low-resolution or uncalibrated real or near real-time data that are replaced by higher quality data, such as XBT data broadcast over the Global Telecommunications System as part of the Ship-of-Opportunity Program.

· Virtual data are data provided through on-demand processing, such as analyzed data generated with the Live Access Server software on the Internet.

Data Compression ( Software that reduces the size of a digital file.  Used to decrease the amount of disk space used and to speed transport of files across the network.

Data Discovery Tool ( Software used to search through metadata to find data sets of interest.

Data Format ( Description of the individual elements of a data set and the syntax layout of the data file.

Data Packaging ( The manner in which one or more data sets or data products are grouped together to facilitate data delivery or to otherwise make it easier for an end-user to access a logical grouping of data. For example, a number of SST images, each with an associated palette and descriptive information, may be packaged together.

Data Product ( A data set derived from originator data and information or from other data products. Generally, refers to Level 3 or higher data or to a collection of Level 2 data sets.

Data Security – Measures taken to guard against computer viruses and other forms of data corruption (also known as data integrity).

Data Set – A data set is a logically meaningful grouping or collection of data and information about that data. A data set sometimes refers to a group of files and publications that were collected together and sent to an archive center.
Data System Levels – Data systems can be viewed as consisting of three major levels:

· Directory Level - consists of broad descriptions of the contents of data sets; use to locate data sets of potential interest.  Metadata at the directory level is referred to as search metadata. 

· Inventory Level - consists of a detailed list of granules (e.g., individual satellite passes) within a data set; used to find the data of interest.

· Data Level - consists of the actual data objects.  Metadata at the data level is referred to as use metadata, which may be subdivided into:

· Translational Use Metadata - metadata to translate data set data objects to ones with which the user is more familiar. For example: variable names (dsp_band_1 ==> sea surface temperature (SST)), scaling of data values and units (digital counts ==> degrees C), and missing value flags (<2 ==> not an SST value).

· Descriptive Use Metadata - metadata that describes operations performed to obtain the delivered data; e.g., the algorithm, instrument or calibration used.

(adapted from presentations by Peter Cornillon)

Deep Archive ( An offline archive.  An archive only directly accessible by archive center personnel.

Directory – A directory is a collection of uniform descriptions that summarize the contents of data sets. It provides information suitable for making an initial determination of the existence and contents of each data set.

Dissemination – Processes for distributing data and information and of making it possible for requesters to obtain data and information.

FGDC CSDGM ( Federal Geographical Data Committee Content Standard for Digital Geospatial Metadata (http://www.fgdc.gov/metadata/contstan.html).

FIPS ( Federal Information Processing Standards (http://www.itl.nist.gov/fipspubs).
Granule – The smallest aggregation of data that is independently managed is the granule.

Guide – Uniform set of detailed descriptions for one or more data sets and related entities, containing information for determining the location and content of each data set and its potential usefulness for a special application (similar to directory).
Historical Data ( Data archived at an archive center.

Ingest (verb) – The processes associated with identifying and creating descriptive and administrative metadata for newly acquired originator data. Data sets that have been ingested are given unique identifiers (accession number) and are processed through additional archive processes. Additional descriptive metadata may be developed during the ingest process.

In Situ Data – Data collected at the actual location of the object being measured (contrast with remotely sensed data). 

Inventory – An inventory is a list of archive objects that includes some information meant to aid a user in selecting and obtaining a group of archive objects.  The inventory may include temporal and spatial coverage, status indicators, and physical storage information.
ICSU ( International Council of Scientific Unions (also known as International Council for Science; http://www.icsu.org).

Level 0 Data – Raw data, often in engineering units, as recorded by the instrument.
Level 1 Data – The related variables after the application of a raw signal to measurement algorithm, e.g. surface radiance or conductivity.
Level 2 Data – The geophysical variables derived from Level 1 data, e.g. salinity inferred from conductivity or SST inferred from surface radiance. This usually involves some form of empirical relationship.
Level 3 Data – Data product derived from Level 2 data. These include collections of quality controlled data and homogenous regularly gridded data fields derived by way of objective analysis.
Level 4 Data – Data product derived from further processing and consolidation of Level 3 data (value adding).  This may take the form of a local re-interpretation of a forecast, perhaps with the incorporation of independent local information. A seasonal climate outlook based (perhaps subjectively) on the NINO3 Index provides another example.
Lineage (Information about the events, parameters, and source data that constructed a data set and information about the parties responsible for that data set (adapted from FGDC CSDGM).

Lineage Control ( Method of tracking the lineage of a data set (contrast with version control).

Media Migration ( Act of moving data from one type of archive media to another usually in response to changing technology (e.g., 9-track to 3490 cartridge tape).

Metadata – The several types of information, which may be analog as well as digital, created and maintained to describe and manage an accession. Descriptive metadata are the syntactic and semantic information about the contents of an archive object. Administrative metadata are the information used to manage an archive object within an archive center and do not change or affect the description of an archive object.

· Descriptive metadata are supplied with original data by the data originator or data contributor and physically stored or linked with the original data during ingest and archive processes. Additional descriptive metadata may be prepared at an archive center upon the initial receipt of data and information; it may also be augmented as additional information is derived from the data through additional product generation processes. Semantic Descriptive metadata are the information about the content of the data (e.g., descriptions of the parameters measured, their ranges, and collection methods). Syntactic Descriptive metadata are the information about the data types and structures at the computer level (e.g., definitions of the file formats and whether the data are recorded as floating point or integer). Syntactic metadata are also known as the data model.

· Administrative metadata are created within an archive center as original data are accessioned. These metadata include file location, file size, checksum values, etc.
Model Results ( A solution to a set of mathematical equations that govern the laws of physics.  Usually model results are of greater spatial or temporal extent than the data used to initialize the equations (often contrasted to data).

NARA ( U. S. National Archives and Records Administration (http://www.archives.gov).

National Data Center ( An organization designated by a particular country's government to be an archive center.

Operational Oceanographic Data ( Sustained data collection where the ocean is systematically monitored on a permanent basis and the results are reported in real-enough 

time.

Preservation – Preservation refers to the processes of maintaining data and information beyond the present level of technology systems. For digital data this involves safeguarding data from alteration or deterioration, ensuring media stability and migration to new media, and providing for continued accessibility as technology changes.

Product Generation – Product generation is the process of creating value-added data and information products from originator data and information, as well as from other products. It includes data processing (reformatting, quality checking, reviewing), building databases, and creating analysis products and summaries. Data products can be distributed in a number of formats and on a variety of media
Pull ( To automatically download data from a server at regular intervals.

Push ( To automatically upload data to a server or to send data to a customer (e.g., via e-mail) at regular intervals.

Quality Assurance ( To assess the quality of data collected via a particular method and then provide feedback to the data collectors so as to improve the data collection method. 

Quality Control ( To assess the quality of data collected and then correct or flag these data.

Reference Data Sets – Data sets that have been quality controlled or otherwise processed to a documented scientific level and that are widely accepted or used by the scientific community as a baseline to which other data or model outputs are compared.

Remotely Sensed Data ( Data collected at a distance from the object being measured (contrast with in situ data). Usually refers to data collected about the surface of the earth by spaceborne and airborne instruments.

Server ( Location on the Internet where data are available to be downloaded (e.g., FTP and web).

Stability ( Implication that data archived now will still be readable in the future.

Version ( An instance of a data set in which the some part of the content of the data has been changed.

Version Control ( Method of tracking the version of a data set (contrast with lineage control).

WDC ( World Data Center (http://www.ngdc.noaa.gov/wdc/wdcmain.html). An archive center designated by the international community via the ICSU to facilitate the exchange of geophysical data.  In the oceanographic community, the WDCs for oceanography coordinate activities through the Intergovernmental Oceanographic Commission  (IOC) International Oceanographic Data and Information Exchange (IODE) Committee as well as the ICSU. They receive oceanographic data and inventories from NODCs, Responsible National Oceanographic Data Centers (RNODCs), marine science organizations, and individual scientists. Data are collected and submitted voluntarily from national programs or from international cooperative ventures.
